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Abstract: This contribution discusses possible approaches to ML model training and analytics determination, for solutions that rely on different analytics to determine an optimized QoS.
1.	Discussion
This discussion paper addresses NWM discussion related to FS_AIML_CN study, regarding the use of one or more network analytics to better determine QoS and QoS policies for KI#3. This paper discusses different approaches to providing such analytics, using joint ML model or separate ML model. 
The proposal is to adopt both approaches for ML model training and providing analytics, especially when certain output variables have a certain level of correlation or dependency.
2. 	Discussion on the ML model training and analytics production approaches for KI#3
Considering two variables or outputs Y and Z where ML model(s) may be trained to provide predictions about such outputs. In an example, Y can represent observed service experience (i.e., OSE) output and Z can represent a QoS sustainability output. A parameter X that may impact the values of variables Y and Z or their predictions is considered. Using the same example, X may represent QoS parameters.
There are two approaches to calculate analytics related to Y, Z considering X, using ML model training.
First approach:  Training one ML model that provides predictions for both variables Y and Z jointly.
A single ML model, ML1, can be trained using input data to provide predictions about variables Y and Z jointly.
Once the ML model ML1 is trained, it can provide analytics in the form of statistics or predictions related to Y and Z. The predictions may provide information about p (Y, Z / X) or Pr (Y > a, Z > b / X), where p (./.) indicates probability distribution.
In the above example, ML1 can be trained to provide information about p (Observed Service Experience, QoS sustainability / QoS parameter) or Pr (OSE > a, QoS sustainability > b / QoS parameter). 
The joint ML model ML1 may be used to find an optimal value X. One optimization strategy that can be used by leveraging ML1 is to 
find the value of X that maximizes p (Y, Z / X), or find X that maximizes Pr (Y > a, Z > b / x) 
In the previous example, this strategy may aim at finding QoS parameter that maximizes p (OSE, QoS sustainability / QoS) or Pr (OSE > 4, QoS sustainability > 7 / QoS).
Observation 1: If the output variables Y and Z are correlated or have e a certain level of dependency, this joint ML model ML1 may provide more efficient and accurate analytics, e.g., to determine an optimal X.
Second approach: training two ML models, that provide separate predictions for variables Y and Z. 
In this second approach, two separate ML models ML1 and ML2 are trained with input data to provide analytics for output variable Y and Z separately (e.g., ML1 for Y and ML2 for Z).
Using the previous example, existing analytics for OSE and QoS sustainability, or enhanced versions, can be used.
Once trained, ML model ML1 (resp. ML model ML2) is able to provide predictions related to Y (resp. related to Z), e.g., p (Y / X) or Pr (Y > a / X) (resp. p (Z / X) or Pr (Z > b / X)).
In this scenario, one possible optimization approach relies on 
determining X that maximizes the product p (Y / X) * p (Z / X) or Pr (Y > a / X) * Pr (Z > b / X). 
In the previous example, this means finding QoS parameters that maximize the product p (OSE / QoS) * p (QoS sustainability / QoS) or find QoS parameters that maximize Pr (OSE > a / QoS) * Pr (QoS sustainability > b / QoS)
Observation 2: the optimization strategy that uses both ML models ML1 and ML2 separate predictions to find an optimized value of X. does not take into account the possible dependency between Y and Z, e.g., OSE and QoS sustainability.
This may potentially lead to a suboptimal value of X. 
In the above example, this may lead to suboptimal values of QoS parameters. When the QoS parameters are enforced, the observed measurements related to QoS sustainability or observed service experience may be lower than the expected values for QoS sustainability and OSE. As a result, the NWDAF analytics consumer, e.g., PCF, may try to obtain such analytics once again and or try to find new values of QoS parameters that better satisfy the desired QoS sustainability and Observed Service Experience.
In the example of the analytics related to QoS sustainability and Observed service experience, there is a correlation and dependency between the two variables. In fact, for certain QoS parameters, the QoS may provide certain predicted OSE.
If the QoS sustainability of the QoS is high enough, this may mean that the QoS is able to be maintained for longer time, leading to a more stable OSE. However, if the QoS sustainability of the QoS is low or becomes low, then, even if the QoS can initially lead to a satisfying OSE, the QoS cannot be maintained for a long period of time. Hence, if the network does not do any adjustments, the OSE will decrease and hence the expected OSE will not be maintained.
Observation 3: Certain outputs or variables related to network analytics are correlated and dependent (e.g., QoS sustainability and OSE).
Proposal 1: It is proposed that both approaches described before, 1) training a joint ML model for different analytics and using the resulting predictions, or 2) training separate ML models for different analytics and combining their predictions, can be adopted, especially if the output variables are dependent.
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